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The financial sector relies heavily on information systems for business. This study sets out 

to investigate cyber situation awareness in the financial sector in Sweden, by examining 

what information elements that are needed for a common operational picture, and explor- 

ing how key actors perceive cyber-threats. 

Data was collected through a survey and a series of interviews with key actors in the sec- 

tor in conjunction with a national level crisis management exercise. The data was then 

analyzed and contrasted to theory. Conclusions were drawn and results discussed. Finally, 

possible mitigation actions were suggested. 

It was found that actors in the Swedish financial sector have a well developed crisis man- 

agement working concept. However, information about rational adversaries that cause pro- 

longed disturbances is possibly not collected, analyzed and utilized systematically. Much 

effort is put into ensuring that timely and relevant information from organizations is shared 

in an efficient manner. The sector perceives cyber-threats against the underlying financial 

infrastructure, as well as against IT service availability and data confidentiality, besides fi- 

nancial theft. The sector has particular concerns for the potential of reputational loss due 

to cyberattacks. There are also special concerns about the insider threat. 

Respondents agree that risk management has to account for cyber risk. A possible route to 

enhance risk management practices is to ensure that cyber personnel is integrated in crisis 

management teams. 

© 2021 The Authors. Published by Elsevier Ltd. 

This is an open access article under the CC BY license 
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1. Introduction 

The financial business is heavily reliant on technology
( Shin, 2001 ). The sheer amount of transactions in modern
days makes the functioning of the financial sector infeasible
without automated networking, information processing, and
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telecommunication services. As predicted already in 1984 by
the U.S. Congress (1984) , the financial industry would become
increasingly dependent on technology. New information tech-
nology in combination with its careful implementation in or-
ganizations, can bring improved net profit for the financial
institutions ( Shin, 2001 ). Increased availability of information
and enhanced data processing capabilities have increased
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1 https://www.computerworld.com/article/2489819/ 
international- police- operation- disrupts- shylock- banking- trojan. 
html 

2 https://www.bankinfosecurity.com/dridex- banking- trojan- 
makes- resurgence- targets- us- a- 9079 
ompetition, and thus resulted in a more effective market- 
lace for the benefit of the customers too ( Hauswald and Mar- 
uez, 2003 ). In addition, the recent emergence and ubiquitous 
resence of mobile payment devices, e.g., mobile phones with 

emote connectivity and contactless payment capabilities, has 
urther reduced the need for banks and other financial institu- 
ions to have physical offices. Some of the work is increasingly 
ushed out to end-customers. 

Although extensive use of information technology allows 
or ever more efficient conduct of business, it also introduces 
 set of new vulnerabilities. These are specifically attached to 
he technical systems ( U.S. Congress, 1984 ). Moreover, it has 
een shown, unsurprisingly, that financial incentives are a 
owerful motivator for criminals ( Bhasin, 2007; European Cen- 
ral Bank, 2018 ). The financial sector’s heavy reliance on infor- 

ation as a vehicle for conducting business, combined with 

he myriad of threats to IT systems, has introduced a set of as- 
ociated cyber-related risks, i.e., malicious actors are ready to 
robe and take advantage of potential vulnerabilities simply 
ecause the IT systems provide access to money ( Kopp et al.,
017 ). In sum, it can be concluded that cyber-related activities,
ncluding cyber-crime, poses a non-neglible risk to the bank- 
ng industry ( Bhasin, 2007; European Central Bank, 2018 ). 

The full range of cyber-threats encompasses everything 
rom natural disasters, to threats where humans are involved.
ebula and Young (2010) divide actions that people can take to 
ompromise IT systems into three classes: people can either 
i) take inadvertent unintentional actions, without having a 

alicious or harmful intent, e.g., by doing mistakes, errors and 

missions, (ii) fail to take action in a given situation, where 
ctions otherwise would have prevented an undesired out- 
ome, or (iii) act deliberately with the intent to do harm, e.g.,
y acts of fraud, sabotage, theft and vandalism. The present 
tudy mainly deals with the latter class; threats posed by ma- 
icious actors. 

The extent of cyber-threats directed at various actors is 
ard to determine. There is no consensus about exactly what 

ypes of incidents entail cyber-threats, and whether or not cer- 
ain actions raise to the level of criminality ( Johnson, 2015 ).
ven the volume of cyberattacks against any sector, includ- 
ng the financial sector, is notoriously hard to determine. The 
onventional assertion is that organizations tend to under- 
eport cyber-threat related incidents to avoid embarrassment 
nd loss of reputation ( Britz, 2013 , pp. 10–11). There are, how- 
ver, some market actors that are in the business of following 
he cyber-threat landscape. Typically, companies that possess 
ood data sources are in a position to have a fair view of the 
ange of threats. Such companies include anti-virus software 
endors and dedicated cyber intelligence companies. It should 

e kept in mind though, that some companies in the cyber se- 
urity business may have incentives to project an exaggerated 

hreat. Moreover, the data processing methods that they use,
re not always fully transparent. Furthermore, threat intelli- 
ence products can be too generic, and not applicable to an 

ndividual organization. 
The commercial company Intsights reports that the pro- 

ortion of attacks directed against the financial sector, com- 
ared to other industries, is large ( Rosenberg, 2019 ). Orga- 
izations are not only the subject for attacks against ATMs 
nd mobile banking apps, but also for attacks with tailored 
alware, ransomware and phishing campaigns directed at 
ther assets. The sector is certainly not immune to insider 
hreats either ( Randazzo et al., 2005 ). SWIFT and BAE Sys- 
ems ( BAE, 2018 ) note that cyber-threats in the sector ap- 
ear to be directed at two main targets, namely the market’s 

technical) infrastructure, and its participants in the form of 
rganizations and individuals. There has been an evolution 

f threats since 2006 with banking trojans such as ZeuS, 
ridex and Shylock , through attacks on the banking net- 
orks themselves ( Carbanac ), and the SWIFT financial in- 

ormation messaging service ( Lazarus ) ( BAE, 2018 ). To ex- 
mplify the characteristics of some of these historical exam- 
les; the Shylock trojan appears to be the work by a well re- 
ourced group that was active for several years, predominan- 
ely targeting U.K. banks. The trojan performs credential theft 
nabled by browser vulnerabilities.1 Dridex , another trojan,
ses phishing. Once a PC is infected, online banking creden- 
ials are stolen through the use of web injections and redirec- 
ions to fake web pages.2 Other pieces of malware perform in 

 similar manner. 
When assessing cyber-threats, yet another factor to take 

nto account is the sophistication and competence of the var- 
ous threat actors ( Bernier, 2013; Rosenquist, 2009 ). Threat 
ctors can range from highly resourced state actors, e.g.,
he North Korean (DPRK) government, resourceful criminal 
roups, e.g., the Lazarus campaign, to less dangerous and skill- 
ul constellations of groups or individuals. Another serious 
hreat actor category is the insiders , i.e., personnel with legit- 
mate immediate physical, or indirect, access to the physical 
arget systems. 

In sum, it is no easy task to grasp the cyber-threat land- 
cape in general, and especially the threat level for one’s own 

rganization. More precisely, we are referring to the difficulties 
f obtaining situation awareness, SA ( Endsley, 1995; Patrick 
nd Morgan, 2010; Salmon et al., 2008 ). SA is a concept that
n essence tries to capture an individual’s ability to interpret 
elevant aspects of the surrounding milieu, and grasp of a sit- 
ation, oftentimes for the purpose of solving some task. Good 

A implies that a person’s inner mental model of the situation 

orresponds to some objective external reality. Research has 
hown that good SA may contribute to rational decisions and 

ffective actions ( Klein, 2000 ). Hence, it is of great importance 
o have good SA to perform well. In order to investigate SA it is
herefore important to measure the actual level of SA. Several 

easurement techniques typically constructed to align with 

 specific SA model and suit a specific domain are available 
 Brynielsson et al., 2016 ). Some main groups of techniques in- 
lude self-ratings, probes, ratings by observers and measure- 
ents of performance metrics ( Salmon et al., 2006 ). 
There are several theoretical models that seek to frame 

ituation awareness ( Salmon et al., 2008 ). An intuitively un- 
erstandable and widely spread SA model is Mica Endsley’s 
hree tier model ( Endsley, 1995 ). Simply put, the model pre- 
umes an actor with SA to have the capabilities of gath- 

https://www.computerworld.com/article/2489819/international-police-operation-disrupts-shylock-banking-trojan.html
https://www.bankinfosecurity.com/dridex-banking-trojan-makes-resurgence-targets-us-a-9079
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ering relevant information, to make sense of that informa-
tion, and foresee some of its implications for the near future.
Hence, in Endsley’s terms, to perceive, comprehend , and project
( Endsley, 1995 ). The original SA construct ( Endsley, 1995 ) was
intended to model how an individual acquires a level of situa-
tion awareness. 

Cyber situation awareness, CSA, is about SA for the cy-
ber domain. It can be seen as a special case of the general
SA-concept described above ( Franke and Brynielsson, 2014 ).
The characteristics of cyberspace differ from other domains,
which in turn makes it hard to define a “situation”. Two dif-
fering factors to consider, for example, are physical space and
temporal dynamics. First, the Internet with its vast network
of interconnected networks is global. This means that threats
against a specific network can be conveyed from anywhere.
Second, multiple temporal scales must be considered simul-
taneously ( Brynielsson et al., 2016 ). Cyberattacks, for exam-
ple, take place at “computational speed”, i.e., almost instantly,
while their traces ( Branlat, 2011 ) or effects can only be ob-
served afterwards ( Brynielsson et al., 2016 ). The complexities
of the cyber domain have rasised a diverse set of CSA re-
search questions which have created a heterogeneous aca-
demic field ( Franke and Brynielsson, 2014 ). 

A concept which becomes interesting in conjunction with
research about SA is the common operational picture, COP.
The idea of a COP originates from the military domain where it
was to provide commanders, staffs and their warfighters with
a “common picture” of the battlefield ( Hager, 1997 ). A COP can
form the basis for SA for both individuals and teams, but is
mainly intended to help teams perform better. McNeese et al.
(2006) found that a large information display screen could help
a team in a military command post to gain shared aware-
ness of a situation. Such shared awareness provides teams
with a common base from which they then can solve prob-
lems collaboratively. The COP, in other words, serves as a ve-
hicle that both enables and enhances individual work as well
as teamwork. It can be seen as an artefact that stores and
distributes useful information necessary for gaining SA, e.g.,
an “information warehouse” ( Copeland, 2008 ). It can also be
viewed as a process ( Wolbers and Boersma, 2013 ), where the
meaning of the information is actively negotiated in social
interactions, hence a “trading zone”-metaphor ( Wolbers and
Boersma, 2013 ). 

Regardless whether SA (CSA) or COPs are examined, the
initial steps of selecting and including relevant information
elements for further processing are equally important. It has
been shown that if a COP is put together without deliberate
and sensible design choices it risks to impede rather than im-
prove collaborative work ( McNeese et al., 2006 , p. 468). The
questions of information selection and processing here, also
relate to an emerging research field about cyber-threat intel-
ligence, CTI, and associated information sharing ( Mavroeidis
and Bromander, 2017; Shin and Lowry, 2020; Tounsi and Rais,
2018; Wagner et al., 2019 ). CTI at large aims to design infor-
mation processing capabilities that ultimately help decision-
makers make sensible cyber defense-related decisions. 

There is to our knowledge no prior research that examines
the collective cyber-threat information requirements of an in-
dustrial sector, despite that the literature indicates the pres-
ence of such government-private information-sharing con-
stellations ( Wagner et al., 2019 , p. 4), and both European
and American regulations within the sphere of cyber secu-
rity strive for such enhanced cooperation (Skopik et al., 2016,
p. 171) . Neither is there, to our knowledge, prior research of
how representatives covering large parts of an industrial (fi-
nancial) sector on the national level perceive cyber-threats
against it. This study seeks to partially bridge these research
gaps. 

The first research question targeted by the present study,
concerns what information elements are needed in a financial sec-
tor COP to achieve CSA . The second research question concerns
the cyber - threats perceived by financial sector actors in Sweden .
Here we examine informant perception of the cyber-threat
against the financial sector and their organizations in general,
and the most common and the most serious threat types in
particular. 

The remainder of this paper is structured as follows.
Section 2 discusses relevant related work and positions the
contribution. Section 3 provides background on cyber risk in
the financial sector in general, contextual information regard-
ing the Swedish financial sector and the exercise studied, and
concludes with a brief discussion regarding relevant related
work. Section 4 explains the adopted methodology, including
the construction of the questionnaire used, the choice of in-
formants, and the conduct of interviews. This is followed by
Section 5 , which contains the results from the survey and the
interviews. In Section 6 , these results are discussed in rela-
tion to the literature, along with limitations with the study. Fi-
nally, Section 7 concludes the paper and presents recommen-
dations. 

2. Related work 

There are multiple perspectives when it comes to SA in teams .
One is to see team-SA as the SA of individual team members,
which can either be similar, or shared with other team mem-
bers to varying degrees. Another perspective is to see team-
SA as the combined SA of the whole team ( Salmon et al.,
2008 ). Salas et al. (1995a) propose that team-SA consists of
both the individual’s SA and team processes. Artman and Gar-
bis (1998) further emphasize team-SA as an active interpre-
tative process, e.g., “the active construction of a model of a
situation partly shared and partly distributed between two or
more agents...” ( Artman and Garbis, 1998 , p. 3), that is: the
building of a common understanding through communica-
tion. Salas et al. (1995a) also found that there is a general con-
sensus among scholars that communication is a crucial fac-
tor for developing team-SA. Research about team-SA (under-
standing) has been carried out in many diverse fields, among
others: railroad operations ( Roth et al., 2006 ), off-shore drilling
( Haavik, 2011 ) and counter-terrorism operations ( Valaker et al.,
2018 ). However, we have found no previous investigation of
team-SA in the financial sector. In particular, our analysis of
information elements needed from and offered to other orga-
nizations, relates to this field. 

When it comes to CSA, Paul and Whitley (2013) exam-
ines the information requirements of cyber defense analysts.
They found that analysts ask themselves questions within
two main categories: event detection and event orientation.
These categories loosely correspond to Endsley’s level one
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perceive) and two (comprehend). For detection (perception) 
here is a need to know the normal state of the network, de- 
iations from this normal and the specifics of those devia- 
ions. Questions about the orientation (comprehension) cat- 
gory are about making sense of the detected events from the 
rior phase, and typically includes what?, where?, who?, how? 
nd why? type of questions. In the orientation category there 
re also inquiries about the attack’s impact on one’s own mis- 
ion and damage assessments, including cascading effects. In 

his work, notably, respondents do not explicitly indicate an 

nterest for information that would enhance projections of 
uture outcomes (according to Endsley level three) ( Paul and 

hitley, 2013 ). Tadda and Salerno (2010) use Endsley’s model 
s a base for a proposed SA reference model. Information re- 
uirements are listed in a part of their model which corre- 
ponds to Endsley’s first level: perception. Hence, they propose 
hat information about activities that involve organizational 
roups and associated events should be collected. This infor- 
ation should then be linked to entities that are either physi- 

al objects or concepts. Endsley’s second (comprehension) and 

hird (projection) levels are also represented in the model. In 

he second-level part, they highlight the importance of knowl- 
dge of one’s own system and an assessment of the impact 
damage) that was caused by the previously observed activi- 
ies. Their model also includes elements of projection (Ends- 
ey level three) of future states ( Tadda and Salerno, 2010 ). We 
o not aspire, in this work, to make any theoretically novel 
ontributions to the application of Endsley’s model to the cy- 
er domain. However, from a practical perspective, it brings 
ome additional evidence on how the different levels work in 

ractice when applied to the cyber domain. 
As of the linkage between SA and COP, Harrald and Jeffer- 

on (2007) suggest that technological solutions must provide 
ccess to adequate information for decision-makers even if 
hey are at different geographical locations in order to obtain 

 COP. Recipients, thus, must receive and perceive the same 
nformation. Second, they call for the necessity of common 

ethods for information structuring and integration that con- 
ribute to a common understanding of the received informa- 
ion. To acquire team-SA, an additional third step is also nec- 
ssary: critical decision-makers must share institutional, cul- 
ural and experiential backgrounds to ensure some measure 
f uniformity to the process of extracting knowledge out of the 

nformation, e.g., to make sense of it in roughly the same way.
ophronides et al. (2017) conclude that a COP facilitates the ac- 
uisition of SA and supports collaborative planning for mul- 
iple agencies across several levels of command. A COP pro- 

otes shared perspectives and common priorities for emer- 
ency operations. Likewise, Norri-Sederholm et al. (2017) find 

hat COP-systems enable shared SA for public safety organiza- 
ions. Steen-Tveit and Radianti (2019) gather that SA and COP 
re two important artifacts required when various emergency 
esponse stakeholders must cooperate to handle large crises.

ith respect to these areas, our work extends the literature 
oth by its focus on the cyber domain, and by its setting in the 
nancial sector, which we have not found represented in the 
xtant literature. 

The field of information security management, ISM, is risk 
anagement where the critical asset is information. ISM is 

deally a structured process that leads to well balanced im- 
lementation of safeguards to protect ones’ information. The 
nitial steps in this process include identification and analy- 
is of both asset value, vulnerabilities and safeguards already 
n place, as well as threats and threat scenarios ( Fenz et al.,
014 ). Blakley et al., 2001 suggest that information security 
s about risk management with a wider scope than purely 
echnical aspects and should account for other variables too.

ebb et al. (2014) emphasize the importance of information 

nd intelligence in ISM. In fact, they propose that the pri- 
ary goal of the whole information security risk management 

rocess is to support the SA of the decision-maker (p. 10).
imilarly Cooke et al. (2019) point out that CSA-models also 
hould include elements beyond the “network”, i.e., the tech- 
ical parts of the cyber domain. More specifically they pro- 
ose to expand the scope to include a wider view of the “cy-
er landscape” (p. 130), which among other things should in- 
lude the behavior of end-users. Ahmad et al., 2020 also iden- 
ify two main scopes of interest, but here in terms of organi- 
ational learning for cyber incident response. The first, that 
ere corresponds to the “network” level, is single-loop learn- 

ng. Such learning may result in corrective actions, such as 
atching vulnerabilities based on prior events. The second 

evel, double-loop learning, can lead to more profound orga- 
izational changes, e.g., improvements in the overall secu- 
ity posture by the amendment of current security strategies,
rocesses and workflows, etc., in order to remove or dimin- 

sh existing vulnerabilities. In terms of the nomenclature in 

his study, single-loop learning corresponds to a limited level 
f CSA that enables organizations to metaphorically “stop 

he bleeding”, e.g., to perform immediate acute actions that 
ill improve the level of cyber/network security in the short 

erm. Double-loop learning corresponds to the higher level 
f CSA that can be used to initiate and perform more pro- 
ound organizational changes. Burger et al., 2014 propose a 
axonomy for cyber-threat intelligence information exchange.
t has five layers where the layers arguably contain informa- 
ion elements ranging from straightforward to more complex.
he layers are transport, session, indicators, intelligence and 

W1H. The lower-most transport-level involves information 

bout the movement of bytes, e.g., data-streams that repre- 
ent the cyber-threat intelligence between enterprises. The 
urpose of the uppermost 5W1H-layer, which is fed from the 
nderlying layers, is to answer questions such as who, what,
hen, where, why and how? Hence, it seeks to answer the over- 
rching question of attribution; Who or what organization was 
esponsible for the threat? Here we offer an extension of the 
iterature to include the financial sector, which is not explicitly 
ddressed in the ISM literature cited above. 

With regard to the specific circumstances within the fi- 
ancial sector, Leaver and Reader (2016) conclude that a 
ignificant portion of the underlying causes of critical er- 
ors committed by financial traders originated from insuf- 
cient situation awareness and deficiencies in teamwork 
rocesses, or both. Moreover, in a survey performed by 
he International Organization of Securities Commissions,
OSCO ( Tendulkar, 2013 ), 46 exchanges reported that the two 

ost common cyberattacks are perceived to be denial-of- 
ervice, DoS (by 55% of the respondents), followed by mali- 
ious software, e.g., viruses (52%). These attack types are at 
he same time also judged to be the most hazardous (75% 
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and 55%, respectively). Two other attacks are thought to be po-
tentially hazardous, although not particularly common: data
theft (45%) and insider information theft (34%). The two most
disruptive attack types are judged to be malicious software at
45% and DoS at 38%. There are also empirical studies of cyber
incidents in banks based on loss data from operational risk
databases, such as Goldstein et al. (2011) , Rachev et al. (2006) ,
Ibrahimovic and Franke (2016) , and Biener et al. (2015) . These
studies typically aim to use empirical insights to improve risk
management practices such as the Basel framework which
is briefly introduced in Section 3.1 . All of these quantitative
studies offer an interesting background to the more quali-
tative assessments made by the informants interviewed in
our study. Conversely, these qualitative assessments make it
easier to correctly interpret and contextualize figures such as
those cited above. 

Tounsi and Rais (2018) argue that the ever increasing so-
phistication of cyberattacks require defenders to collect and
understand cyber-threat intelligence. They divide such threat
information into four categories: strategic, operational, tacti-
cal and technical. Strategic intelligence is mainly intended to
cater for risk management for decision-makers. Operational
intelligence includes information about specific impending
attacks, while the tactical category involves more detailed de-
scriptions of modus operandi for attackers. The technical cat-
egory, finally, consists of information about IOCs, e.g., de-
tailed technical information such as IDS signatures, malicious
domain-names and hash-sums of specific pieces of malware,
etc. ( Tounsi and Rais, 2018 ). 

Another systematic analysis of what aspects to include
in CSA was made by Barford et al. (2010) . They propose that
knowledge within seven areas is required for “full cyber situ-
ation awareness” for cyber defense. The seven requirements
are awareness about: (i) the current situation (which may in-
clude network security and the wider cyber influence), (ii) im-
pact of attacks, (iii) how situations evolve, (iv) adversary be-
havior, (v) why and how the current situation was caused,
(vi) the quality and trustworthiness of the situation aware-
ness information itself, and (vii) assessment of plausible fu-
tures of the current situation. These requirements also align
with Endsley’s SA-model. A very similar model can be found
in Jajodia and Albanese (2017) . In this study we chose to an-
alyze our collected data, i.e., the respondent inputs, by using
the Barford et al. (2010) model as a theoretical backdrop. The
reason is that their model is generic and suitable for all cat-
egories of threat information, see Tounsi and Rais (2018) , in-
cluding the strategic level which relates to our main topic. 

3. Background 

The purpose of this section is to outline relevant concepts
such as risks, and especially cyber-related risks, briefly de-
scribe the structure of the Swedish financial sector, and the
sector exercise from which data was collected. 

3.1. Risks, operational risks, and cyber risks in the 
financial sector 

While risk management is a core business of the financial
sector, it is important to distinguish between different types
of risk. The most fundamental distinction is that between fi-
nancial and non-financial risks. For example, Hull lists three
broad types of risk for which banks are required to hold cap-
ital: credit risk (that counterparties default), market risk (that
traded assets decline in value), and operational risk (that inter-
nal processes or systems fail or that adverse external events
materialize) ( Hull, 2015 , pp. 41–42). The first two risks in this
taxonomy are financial in origin whereas the last one, which
includes cyber risks, is non-financial in origin. Regardless of
origin, of course, all these risks entail costs. 

Other authors propose more fine-grained taxonomies. For
example, Bessis lists seven types of financial risks (credit risk,
liquidity risk: funding risk, interest rate risk, mismatch risk,
market liquidity: market price risk, market risk, and foreign
exchange risk) alongside the non-financial, operational risk
( Bessis, 2010 , p. 26). Traditionally, credit risk has been the
greatest risk facing banks ( Hull, 2015 , p. 41). As the separation
between commercial and investment banking has largely dis-
appeared, and as large banks most often are involved in se-
curities trading, the other financial risks have become more
prominent. This is reflected in the literature on risk manage-
ment in the financial sector, where financial risks receive by
far the most coverage in textbooks as in the scientific liter-
ature. However, with increasing dependence on information
technology, non-financial operational risks such as cyber risk
have received more attention in the past few years, both by
practitioners and academics. Hull remarks that it is much
more difficult to quantify operational risk than credit or mar-
ket risk, and whereas financial institutions consciously bal-
ance the upsides and downsides of credit and market risks as
part of their core business, operational risks represent a down-
side only with regard to doing business at all (2015, p. 480). 

The growing importance of operational risks is reflected
in the Basel regulatory framework, the set of recommenda-
tions for regulations in the banking industry that is standard
in the G20 and some other countries. In the initial version,
Basel I (1988), operational risk was absent. It was first defined
in Basel II (2006) as “the risk of loss resulting from inadequate
or failed internal processes, people and systems or from ex-
ternal events” (2006) with a definition that is retained in the
latest version, Basel III (2017) . 

Following the introduction of operational risk in Basel II, a
conceptually oriented strand of academic research has aimed
to shed light on the relation between the Basel risk manage-
ment practices on the one hand, and established IT (secu-
rity) governance practices such as COBIT, ITIL, ISO27001, and
ISO/IEC 15504 on the other hand. Contributions in this spirit
include the work by Guldentops (2004) ; Nastase and Unchi-
asu (2013) ; Önal (2007) ; Rifaut and Feltus (2006) . One relatively
well-cited definition, based on Basel II, that is roughly ad-
hered to throughout the rest of this study was provided by
Cebula and Young (2010 , emphasis in original, p. 1): 

Operational cyber security risks are defined as operational
risks to information and technology assets that have con-
sequences affecting the confidentiality, availability, or in-
tegrity of information or information systems. This report
presents a taxonomy of operational cyber security risks
that attempts to identify and organize the sources of op-
erational cyber security risk into four classes : (1) actions of
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Fig. 1 – “The quadrants” methodology for establishing and 

maintaining a common operational picture. Translated and 

adapted from FSPOS AG KON (2017 , pp. 19–25) and exercise 
briefing. 
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people, (2) systems and technology failures, (3) failed inter- 
nal processes, and (4) external events. 

.2. The Swedish financial sector 

he Swedish financial sector forms a non-negligible part of 
he economy. In 2017, the financial industry accounted for 4.1 
ercent of the total output of Sweden (GDP). At the time more 
han 90,000 people, corresponding to about two percent of the 
otal workforce, worked in the financial industry.3 

Changed regulatory conditions and technological advances 
ave led to a significant change in the structure of the sec- 

or. Many new financial companies, both Swedish and for- 
ign, have established a presence on the Swedish market 
ately. As a result, probably due to an interplay between 

oth increased competition and technological developments,
ranch offices have become less important for bank cus- 
omers’ daily services. Today normal bank services are to a 
arge extent performed through computers, mobile phones,
nd tablets. Swedish customers were forerunners in adopting 
nline banking and a similar trend can also be observed for the 
ext generation of FinTech ( Björn, 2018 ), including real-time 
ayments between private individuals (e.g., Swish, a mobile 
hone payment system used in Sweden), e-invoices, etc. As a 
onsequence, the use of cash has plummeted, with the share 
f electronic payments (by transaction value) reaching 98.3% 

n 2015 ( Arvidsson, 2018 ). Thus, while the increasing depen- 
ence of the financial sector on IT services is a global phe- 
omenon, the particular dependence of consumers and small 
erchants on IT services for everyday transactions is even 

arger in Sweden. 

.3. The Swedish financial sector exercise 

he Swedish financial sector’s private-public partnership 

Swedish: Finansiella Sektorns Privat-Offentliga Samverkansgrupp ,
SPOS), henceforth FSPOS, conducted a one day national level 
risis management and cooperation exercise on 7 November 
018. The exercise was part of an ongoing series of exercises 
iming to strengthen the ability of the sector as a whole to 
anage disturbances and interruptions. More specifically, the 

018 exercise aimed to train each organization in establishing 
 common operational picture, to share it, and cooperate with 

ther relevant actors in the sector. The underlying aim for this,
as to agree upon collective needs for actions and common 

nified messages for both external and internal communica- 
ion. 

Some 270 individuals representing a large part of the entire 
wedish financial sector participated. Participants included 

i) banks, including the five largest, (ii) insurance companies,
iii) securities dealers, and (iv) central players in the finan- 
ial system such as the Riksbank (Sweden’s central bank), the 
wedish National Debt Office (the central government finan- 
ial manager), Euroclear (the Swedish central securities de- 
ository), and Nasdaq (the stock exchange). 
3 https://www.swedishbankers.se/en-us/ 
he- swedish- bankers- association- in- english/ 
he- swedish- banking- market/the- swedish- financial- market/ 
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The fictional scenario involved cyberattacks causing vari- 
us disturbances throughout the financial system, paired with 

o called fake news and a generally chaotic media and infor- 
ation environment. 

.4. Methodology for the construction of a common 

perational picture 

SPOS has developed a Guide to crisis management ( FSPOS AG 

ON, 2017 ). It contains a description of crisis management 
rinciples and methods that can be used within the finan- 
ial sector in Sweden. These principles formed the basis for 
he training in the exercise. Among other things, the guide of- 
ers a methodology for establishing and maintaining a COP,
olloquially known as “the quadrants” (Swedish: fyrfältaren ),
ecause of its visual appearance as illustrated in Fig. 1 . The 
numeration 1–4 shows the order in which the COP is created 

r updated. The quadrants should be continuously visualized 

n the situation room and be accessible to everyone work- 
ng with crisis management. At each staff meeting, propos- 
ls for updates are discussed, and a new COP is decided upon.
his is then valid until the next meeting. “The quadrants” is 
imilar, but not identical, to other COP-templates described 

n Swedish literature on civilian staff work ( Svensson, 2007 ,
. 160). 

. Method 

his section seeks to outline the method used for this study.
he study was based on two separate, but complementary,
ata collection methods: (i) a questionnaire distributed among 
articipants of a national level incident management exercise 
ithin the financial sector, and (ii) in-depth interviews with 

he people who led cooperation conferences that were held 

ithin the same exercise. The two collected datasets were first 
nalyzed separately, and then jointly. The results were con- 
rasted to theory, and conclusions were drawn. 

https://www.swedishbankers.se/en-us/the-swedish-bankers-association-in-english/the-swedish-banking-market/the-swedish-financial-market/
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Fig. 2 – The distribution of the participating organizations 
( N = 42 ). 

Fig. 3 – The distribution of the different roles of the 
participants ( N = 42 ). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

4.1. Questionnaire 

The questionnaire was distributed to the informants in a
dedicated session during the so-called “after-action-review”.
This meeting was held a few weeks after the actual exercise.
Around 70 individuals participated at this meeting, that en-
compassed training sessions as well. All attendees, however,
were not present at the time of the data collection for the
study . The informants were briefed about the research pur-
pose of the data collection. Then, printed questionnaires on
paper were handed out, and completed in about 20 minutes.
A total of 42 responses ( N = 42 ) were received. However, all
forms were not completely filled out. Towards the end of the
allotted time slot, one of the authors gave a short lecture
on COP and CSA research. Respondents were not paid or
compensated in any way. 

The questionnaire contained ten questions. The first seven
were asked mainly to obtain answers to our first research
question; about required information elements for a financial
sector COP. These questions also sought to clarify intended re-
cipients and the usage of the COP, as well as information shar-
ing practices. The remaining three questions sought to con-
tribute to the answer for our second research question; about
specific cyber-threats. Here we examined whether and how
systematic work with regard to constructing a cyber-COP was
carried out. 

The questions were the same ones that were used in pre-
vious COP/CSA research ( Varga et al., 2018 ), thereby allowing
for comparison with earlier results. Based on the experiences
from the previous questionnaire, however, one question was
dropped. The questions asked were (translated from Swedish):

1. What kind of information does a useful common opera-
tional picture need to contain? 

2. What positions or roles in your organization is such a com-
mon operational picture intended for? 

3. What type of decisions should be made based on the situ-
ation awareness that the common operational picture pro-
vides? 

4. What kind of information may your organization con-
tribute to others’ common operational pictures? 

5. What other organizations may benefit from information
from your organization’s common operational picture? 

6. What kind of information from other organizations do you
require for your own common operational picture? 

7. From which other organizations do you require informa-
tion for your own common operational picture analysis? 

8. Do you work systematically with creating and upholding a
cyber common operational picture? 

9. Describe briefly how you are working with a cyber common
operational picture! 

0. How do you track cyber-related issues that may affect your
organization? 

No introductory remarks about the definitions of crucial
terms, e.g., “cyber”, and common operational picture, were
given in conjunction with the completion of the question-
naire. The intent was to capture the variance of interpreta-
tions of these terms in the provided answers. An additional
question about whether the informants were willing to par-
ticipate in further research was also asked. 

Respondent affiliations are shown in Fig. 2 , and their or-
ganizational roles in Fig. 3 . To properly interpret the mean-
ing of these roles, two remarks are in order. First, the exer-
cise was not a technical one, but a table-top: there were no
(simulated) cyberattacks ongoing in order to train hands-on
incident management by staff in Network-, or Security Opera-
tions Centers (NOCs/SOCs). Instead, the training audience was
people at the management level. Therefore, it is reasonable
to assume that the respondents mostly represent the strate-
gic, as opposed to the operational, level. Second, the roles
are self-identified. While some of the options used were pre-
filled on the questionnaire (Organizational management, Pub-
lic relations, Cyber security, Legal), the majority of respon-
dents ticked ‘Other’ and then supplied their own labels (Risk
management, Crisis management, Security, Information secu-
rity). Results should be interpreted in light of this. For exam-
ple, the respondents who self-identified as Security or Infor-
mation security rejected to self-identify as Cyber security, but
it is not known how those who did self-identify as Cyber se-
curity would have answered if they had also been given the
Security or Information security labels to choose form. What
can be said with some certainty is that the largest group of
respondents self-identify as risk management in the financial
sector sense, as introduced in Section 3.1 . 
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To analyze the responses, they were split among the three 
uthors. Each author subjectively identified the frequency of 
ccurring similar answers for each question, in three strata,
.g., if they were mentioned: (i) many , (ii) some , or (iii) a few
imes by the respondents. These results were documented. In 

ome cases “outlier” answers that were only brought up by a 
ingle or a few respondents, but still deemed of interest, were 
lso documented. The authors then convened and discussed 

ach question, eventually reaching an agreement as of how to 
ocument the answers to that question. Multiple such meet- 

ngs were held until a consensus emerged. 

.2. Interviews 

uring the single-day exercise, cooperation conferences for 
rganizations in the participating branches were held twice; 
nce at the beginning of the day and once at the end. Five such
ora, based on branch affiliation, were established: (i) for the 

embers of the Swedish Bankers’ Association (henceforth: 
he Bankers), (ii) for members of the Association of Savings 
anks (henceforth: the Savings Banks), (iii) for the insurance 
ompanies that are members of the industry organization In- 
urance Sweden, (iv) for the securities dealers that are mem- 
ers of the Swedish Securities Dealers Association (hence- 
orth: the Securities Dealers), and (v) for the central players in 

he financial system. All leaders of these five workshop fora 
ere interviewed ( N = 5 ) to gain a better understanding of the 

hallenges in establishing a shared COP and CSA at the exer- 
ise. The interviews were the main source for answering the 
esearch question about perceived cyber-threats. 

Each interview was booked and expected to take about 1–
.5 hours, and conducted by two of the authors in a semi- 
tructured fashion. All interviews were carried out at the 
remises of the respondents. One interviewer was assigned 

he main responsibility for asking questions, and the other for 
aking notes. However, both did both tasks to some extent. Af- 
er the interview, the notes were sent to the interviewee in 

rder to verify the answers. The interviews were held in the 
eeks following the exercise; the first one the day after the 

xercise, and the rest in the following weeks. The last inter- 
iew was completed on 11 January 2019. 

All the questions from the aforementioned questionnaire 
ere also asked in the interviews. The inclusion of these ques- 

ions provided an opportunity to complement the broader 
ata collection through the questionnaire, with more in- 
epth reasoning with respondents, if needed. An additional 
OP/CSA question was also added. This question was related 

o the decision-point from when to go from normal day-to- 
ay operations, to crisis management mode. In addition to the 
OP/CSA questions, questions related to two adjacent areas 
ere also asked, namely about (i) cyber-threats against the fi- 
ancial sector, and (ii) the respondents’ experiences from the 
xercise as such. In one case, the chair of a cooperation fo- 
um declined to answer some questions about organizational 
yber-threat perception. The respondent, who did not feel au- 
horized to answer on behalf of the organization, referred to 
 colleague who had that responsibility. As a consequence, an 

dditional interview with a colleague to the original informant 
as held. This new interview was focused on cyber-threats 
nly. 
Finally, the outcome of the interviews was discussed and 

erged with the results from the questionnaire, in additional 
eetings with the authors. 

.3. Corroboration of results 

nce the first version of the article manuscript had been writ- 
en, representatives from the five organizations interviewed 

ere given the opportunity to read and correct any misrepre- 
entations of their statements. 

. Results 

his section presents the results of both the survey and the 
nterviews. First, the results from the survey and the corre- 
ponding interview questions (see Section 4.1 ), are reported.
hese results relate to our first research question about infor- 
ation elements in a financial COP. Then, we account for the 

esults regarding the cyber-threat perception in the financial 
ector, based on the interviews. These results correspond to 
ur second research question. 

.1. Information requirements on cyber COP/CSA 

ere the results of the survey and interviews are presented,
tructured per question. The number of survey respondents 
re in brackets. Unless otherwise indicated, the number of oc- 
urrences of survey responses that coincide are described us- 
ng the taxonomy introduced in Section 4.1 where the wording 
i) “a few”, (ii) “some”, and (iii) “many” refer to (i) 2–3, (ii) 4–5,
nd (iii) more than five respondents, respectively. 

.1.1. What kind of information does a useful common opera- 
ional picture need to contain? (N = 42 ) 
he most common (31 out of 42) answer was that the COP 
eeds to contain reliable information that is based on veri- 
ed sources. The information should include a description of 
vents that have occurred. Many also pointed out that unveri- 
ed information, such as rumors, is also of interest, but that it 
ould be absolutely necessary to separate the two categories.
any (15 out of 42) expressed that current intermediate sub- 

oals and strategies, within the crisis management context,
hould be explicitly stated. A few mentioned that it was im- 
ortant that such goals should align with and reflect the over- 
ll strategic (as opposed to operational) goals of the enterprise,
hich in turn should adhere to its core organizational values 

 ethos ). Here, both the short-term and long-term time frame 
hould be taken into account. 

Another requirement by many (ten out of 42) was a 
ommunications plan that explicitly clarifies the existing 
nformation-sharing policy, e.g., precisely what pieces of in- 
ormation that should be kept within the organization, and 

hat should be shared. In this vein, a list of approved mes- 
ages for both external and internal audiences, was asked for.
esides keeping track of events that are unfolding, many also 
ormulated a need to keep track of already taken, and planned,
ctions. Further, they wanted a list of stakeholders, as well as 
ooperating organizations. A single respondent called for the 
dentification of triggers and indicators to proactively watch 
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out for. Such indicators would be used for getting a clear grip
of an evolving situation. Many wanted access to prognoses,
but also to information about anticipated possible actions, as
well as their predicted consequences. 

A few respondents interestingly suggested that several
types of prognoses needed to be made, e.g., both for expected
probable (normal) cases, but also for worst-case scenarios. 

Interviews . The interviewees did not add any further in-
sights with regard to this question beside the answers given
by the survey respondents. They rather reiterated the basic
idea behind having a COP, namely that it allows for dissemi-
nation of information about threats. This, in turn, can be used
to clarify if others are experiencing the same problem(s). Such
an insight could enhance cooperation with other parties, to
solve common problems. The interviewees pointed out that
the COP should focus on issues that are forward-looking, if
possible. Most incidents affect the IT environment. If a rumor
is set in motion and distrust is introduced in the general pop-
ulation, the propagation of negative sentiments might be hard
to counter or stop. Another useful insight given by the infor-
mants, was a widespread view that rumors have to be rapidly
handled through the communications department. 

5.1.2. What positions or roles in your organization is such a
common operational picture intended for? (N = 42 ) 
The most common answer (29 out of 42) was that the cri-
sis management function, that typically constitutes a crisis
management team, should be the main recipient of the infor-
mation contained in the COP. In larger organizations, such a
team can consist of a central crisis management function, as
well as regional equivalents. Many (28 out of 42) respondents
also wanted to address the COP to senior management, e.g.,
the CEO and his/her second-in-command. Many mentioned
incident management teams (first responders) and risk man-
agement teams as suitable recipients, as well. Again, many
also singled out various other senior management executives
as potential recipients, particularly the head of the public re-
lations (PR)/communications department, but also, e.g., the
chiefs of security, the chief information security officer, the
chief financial officer, and the head of the legal department.
Some respondents wanted to share the COP with everyone in
the organization, and a few pointed out that the COP should be
shared with decision-makers in other organizations as well. 

Interviews. Again, the interview respondents did not add
any substantial insights to the survey respondents’. It was
pointed out that it is important to have an up-to-date roster
with important contact information, to be able to reach the
right people quickly. Further, it was stressed that it is impor-
tant to inform external suppliers, who perhaps carry some of
the outsourced functions in the enterprise. Another point that
was made, was a call for the need to have distinctly formulated
decision conditions coupled with, e.g., a point in time from
which the organization formally can transition to a crisis-
handling mode. 

5.1.3. What type of decisions should be made based on the sit-
uation awareness that the common operational picture provides?
(N = 40 ) 
The most common response (23 out of 40) given, was that
decisions within the field of communications and public re-
lations are important. The respondents identified a need for
approved messages for both external and internal audiences.
Many mentioned decisions about whom to cooperate with,
and whether the organization should coordinate and align its
actions with other sector partners or not. Yet another com-
mon answer by many was that there is a need for decisions
about the overarching strategic direction, that ideally is also
aligned with organizational values (this is in line with the an-
swer to Question 1, see Section 5.1.1 ). A third category of deci-
sions, also mentioned by many, is the prioritization of actions
and resources. This would be important especially if there is
a scarcity of resources, or that such decisions are called upon
for other reasons. 

A few expressed the need for operational decisions con-
nected to what services to uphold or terminate. Examples of
such decisions include: whether or not to regroup personnel
to other locations; whether or not to stop trading; routines
for the physical handling of cash; as well as decisions about
whether to take internet services off-line, or not. A single re-
spondent, interestingly, called for forward-looking decisions
about activities aimed at preparations for handling the after-
math of the crisis. 

Interviews. The answers generally reflected that it is impor-
tant for everyone to have well-defined roles if crises occur.
It was pointed out that it is impossible to predict the exact
characteristics of a crisis, which in turn makes it hard to pre-
pare for responses to all kinds of situations. In other words,
it was expressed that it is unfeasible to rely on rules to cover
all possible scenarios. The respondents called for an opera-
tional mode, in which the foundation for decisions should rest
on solid underlying principles, rather than on specific rules. A
general view among the respondents’ answers, was the impor-
tance of the PR/communications function. The respondents
also expressed that they care about their customers. The cus-
tomers, in any case, can also be seen as an information source
that provides useful information about the state of the ser-
vices that are offered. 

It should be noted that the main types of decisions that
were mentioned by the interviewees, pertain to IT services.
The whole financial sector depends heavily on IT infrastruc-
ture, and decisions in times of crises are often about whether
services (systems) should be shut down or not. In some sit-
uations, it was pointed out, a rational option can actually be
to deliberately stay calm without intervening and let events
unfold, just to see if things settle anyway. 

5.1.4. What kind of information may your organization con-
tribute to others’ common operational pictures? (N = 41 ) 
Respondents primarily pointed to (i) confirmed factual infor-
mation regarding external phenomena, (ii) situational assess-
ments, (iii) own resource status, (iv) measures taken, (v) differ-
ent types of financial market and other domain knowledge,
and (vi) different types of prognoses. Unsurprisingly, the re-
sponses can to a large extent be related to “the quadrants”COP
model described in Fig. 1 , which can be assumed to be well
known by the respondents. In this regard it can be noted that
the vast majority of the answers relate to the initial phases of
this model, while the later phases that are more about describ-
ing the forward-looking strategic (as opposed to operational)
perspective are hardly mentioned at all. 
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A few respondents also pointed out that, in their capacity 
s a coordinating body, they contribute with different types of 
trategic decisions regarding priorities at large, decisions con- 
erning ways to communicate, and other measures taken for 
he purpose of coordination. 

Interviews. Similar to some of the questionnaire responses,
he interview respondents do not explicitly reason about the 
ctual information but about the communication about it.
here is clearly a blurred line between the information that 

s communicated, the communication itself, and the choice of 
ommunication path. 

.1.5. What other organizations may benefit from information 

rom your organization’s common operational picture? (N = 42 ) 
n the responses two major categories of organizations can be 
iscerned: other actors in the financial sector, and other au- 
horities not primarily related to the financial sector. Unsur- 
risingly, almost all (40 out of 42) respondents in some form 

oint to other players in the financial sector. Specifically, Fi- 
ansinspektionen (Sweden’s financial supervisory authority),
nd the Riksbank are mentioned to no small extent. Further- 
ore, half (21 out of 42) of the respondents point implicitly or 

xplicitly to three of the industry organizations central to the 
nancial sector: Insurance Sweden, the Swedish Bankers’ As- 
ociation and/or the Swedish Securities Dealers Association 

the Savings Banks are not mentioned explicitly albeit “other 
avings banks” are mentioned a few times). 

Three-quarters of the respondents (32 out of 42) also men- 
ion other authorities that do not have the financial sector as 
heir main area of interest. Specifically, the Swedish Civil Con- 
ingencies Agency, the police authorities, and the Government 
ffices are mentioned to no small extent. 

Similar to previous studies ( Varga et al., 2018 ), many re- 
pondents state that “everyone involved”, “other players in the 
ector”, “all financial players” and the like ought to be provided 

ith information, which can be interpreted as a general need 

o be able to share information in a crisis situation. 

Interviews. The interview responses confirm the bigger pic- 
ure, but place a greater emphasis on central functions related 

o the payment system and securities trading in general. The 
nterview respondents also emphasize “the media” as impor- 
ant information recipients. 

.1.6. What kind of information from other organizations do 
ou require for your own common operational picture? (N = 42 ) 
he responses largely mirror the answers given to Question 4 

see Section 5.1.4 ), i.e., the information needed for one’s own 

OP is similar to the information identified to be of value 
o others, and consists primarily of (i) confirmed factual in- 
ormation regarding external phenomena, (ii) other organi- 
ations’ situational assessments, (iii) status of other organi- 
ations with regard to resources and systems, (iv) measures 
aken by other parties, (v) different types of prognoses, and 

vi) strategic (as opposed to operational) decisions regarding 
riorities at large. Many respondents also explicitly mention 

hat the sought for information is the same as the information 

hat can be provided to others, by referring back to the answer 
iven to Question 4. In comparison to Question 4, however, two 
ifferences can be discerned: (i) factual information is some- 
hing that is to a larger extent requested from others than it is

entioned as something that can be offered, whilst (ii) differ- 
nt types of financial market and other domain knowledge is 
o a large extent considered as valuable information for oth- 
rs’ COPs while it is hardly requested at all in regard to one’s
wn COP. 

Interviews. The interview respondents confirmed the an- 
wers given by the questionnaire respondents, emphasizing 
he overall need for different types of factual information, and 

rovided examples related to payment system disturbances,
T attacks, fraud statistics, impending power outages, and crit- 
cal infrastructure disturbances at large. In addition, informa- 
ion regarding status of other organizations in terms of re- 
ources and systems, was mentioned. 

.1.7. From which other organizations do you require informa- 
ion for your own common operational picture analysis? (N = 41 ) 
esponses can broadly be sorted into three categories: (i) var- 

ous government agencies, (ii) the industry organizations (the 
ankers, the Savings Banks, Insurance Sweden, and the Se- 
urities Dealers), and (iii) other (central) players in the finan- 
ial system. Of the non-financial government agencies, the 
wedish Civil Contingencies Agency (mentioned 15 times), the 
ecurity Service (mentioned eight times) and the police, in- 
luding the financial supervisory authority (mentioned seven 

imes), were the most common. Some respondents mentioned 

ther agencies, e.g., the intelligence services and the The 
wedish Data Protection Authority (renamed the Swedish Au- 
hority for Privacy Protection from January 2021). 

Of the central players in the financial system, the financial 
upervisory authority (mentioned six times), Euroclear and 

entral counterparty clearing houses (mentioned four times) 
ere the most common. Additionally, the Riksbank (men- 

ioned twice), the Swedish National Debt Office (mentioned 

wice), and the Nasdaq stock exchange (mentioned twice) 
ere brought up by a few. Aside from these major clusters 
f responses, some other actors were mentioned, e.g., service 
roviders (mentioned five times), rescue services (mentioned 

nce), cash transportation services (mentioned once), and the 
eneral government and parliament (mentioned twice). Some 
lso mentioned particular banks. 

A common (nine out of 41) remark was that the answer 
epends on the situation at hand, i.e., different situations en- 
ail different information requirements. It is also noteworthy 
hat many respondents referred back to their answers to Ques- 
ions 5 and 6 (see Sections 5.1.5 and 5.1.6 ), which have been in-
luded in the analysis above. References to Question 5 could 

ndicate bidirectional information flows. 

Interviews. The interviews broadly confirmed the answers 
athered from the survey. In particular, the importance of the 
nancial supervisory authority, the Riksbank, Euroclear, and 

he Swedish Civil Contingencies Agency was confirmed by 
everal informants. The informants also confirmed that differ- 
nt situations entail different information requirements and 

hat it is important to involve different stakeholders in differ- 
nt kinds of crises. It is also noteworthy that the different roles 
f the informants are reflected in their answers. Hence, dif- 
erences between governmental agencies, the various indus- 
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try organizations, and other organizations that perform other
functions in-between, can be discerned. 

5.1.8. Do you work systematically with creating and uphold-
ing a cyber common operational picture? (N = 38 ) 
29 respondents did, nine did not. The remaining four respon-
dents remarked either that they did not know the answer, that
they did not know whether their work was systematic, or that
the question could not be answered without a definition of a
cyber COP. 

5.1.9. Describe briefly how you are working with a cyber com-
mon operational picture! (N = 29 ) 
Responses to this question included references to technical
means, internal organizational groups (who performed the ac-
tual work), external fora for information exchange, processes,
or individuals. Many respondents mentioned several of these.
The technical means that were brought up included moni-
toring systems and penetration tests. Internal organizational
parts that were reported to work with cyber COPs included se-
curity departments (e.g., security incident response teams, in-
formation security departments, cyber defense departments,
etc.), the financial instruments department, group IT, group
risk, and cross-functional teams (IT, communications, human
resources, etc.). 

Among the external fora for information exchange, the
forum for information exchange about information security
in the financial sector (FIDI-FINANS) run by the Swedish
Civil Contingencies Agency and the Nordic Financial CERT
(NFCERT), were named specifically by a few. 

The informants who answered in terms of processes,
referred to the specific “quadrants” model described in
Section 3.4 (mentioned four times), the incident management
(mentioned once), crisis management (mentioned once), reg-
ular common operational picture (mentioned once), unspeci-
fied competitive intelligence (mentioned once), and exercises
(mentioned once). Additionally, a few respondents pointed to
individuals. 

Interviews. The interviews complemented the picture given
in the survey. The responses also gave some insight into how
the division of labor works in the sector, which is further de-
scribed in Section 5.2 below. 

5.1.10. How do you track cyber-related issues that may affect
your organization? (N = 41 ) 
Responses to this question were similar to the previous one,
and included references to internal organizational groups,
other companies, external fora for information exchange,
government agencies, and the industry organizations (the
Bankers, the Savings Banks, Insurance Sweden, and the Se-
curities Dealers). 

Mentioned internal organizational groups include security
departments (e.g., security incident response teams, chief in-
formation security officer, cyber defense, etc.), risk manage-
ment, IT operations, the financial instruments department,
and cross-functional teams. Mentioned companies include IT
vendors, consultants, the media, and parent companies. 

External fora for information exchange include FIDI-
FINANS, FSPOS, NFCERT, and a constellation of security in-
cident response teams. Government agencies mentioned in-
clude the Swedish Civil Contingencies Agency, the Riksbank,
the financial supervisory authority, and Europol. It is also
noteworthy that many respondents refer back to their an-
swers to Question 9 (see Section 5.1.9 ), which have been in-
cluded in the analysis above. 

Interviews. The interviews confirm the plethora of meth-
ods used to track cyber-related issues. The informants typi-
cally participate in various fora for information exchange and
have dedicated personnel (full or part-time) for cyber-related
issues. 

5.2. Perceived cyber-threats—interview results 

When given an open question on threats to the financial sector
in general , informants generally identify cyber-threats as being
important, in line with the literature ( BCBS, 2018; Hull, 2015 ,
pp. 479–480). Cyber risks mentioned include both (i) continuity
issues and (ii) data breaches which might affect public trust.
Insurance Sweden also mentions that the cyber-threat has a
dual nature for insurers: (i) as for everyone else, they them-
selves need dependable IT systems, but as cyber insurers, they
also (ii) carry the cyber risks of their insured customers, within
the indemnity limits contracted. This is conceptually interest-
ing in light of the financial sector risk taxonomy introduced in
Section 3.1 , because (i) the cyber risks of insurers’ IT systems
are non-financial operational risks assumed by insurers as a
cost of doing business, whereas (ii) the cyber risks of insureds’
IT systems are financial risks deliberately assumed by insur-
ers as their core business. 

When asked about the most serious threat , informants iden-
tify different aspects. A couple mention threats against the
financial infrastructure as the most serious threat, while an-
other identifies the practice of social engineering as the most
serious threat, arguing that it is very serious because con-
sumers are tricked to use their credentials against their own
interests, which in turn can erode trust in the whole sector.
Several informants identified such public trust as a key issue
at stake. 

There is some agreement that the most common threat is var-
ious kinds of consumer fraud, i.e., social engineering to obtain
credentials, and credit card fraud. Human factors are identi-
fied as playing an important role in threats to non-consumer-
facing activities, such as larger scale securities dealing. In gen-
eral, there is agreement that humans, including consumers,
are often the proverbial “weakest link”, as there has been a
dramatic shift towards self-service in the financial sector, with
consumers themselves managing their electronic accounts. 

Addressing different kinds of threat actors and their capa-
bilities , there was agreement about the importance of (i) fi-
nancially motivated actors who use digital means to com-
mit theft and fraud. In contrast to financially motivated ac-
tors, it was speculated that (ii) activists who hold a grudge
against the financial sector might have more limited capa-
bilities. As a consequence of the importance of human fac-
tors, (iii) insiders were also identified as key threats, and back-
ground checks on staff were mentioned as an important pre-
caution. Finally, (iv) states and state-sponsored actors were
also discussed as an important matter of principle, though not
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4 https://www.weforum.org/agenda/2020/02/ 
cyber- risk- should- take- centre- stage- in- financial- services/ 
ractice. In particular, the importance of adequate intelligence 
haring within the industries and with relevant government 
gencies was discussed in this context. The respondents do 
ot themselves collect intelligence about particular threat ac- 

ors in order to identify them or their modi operandi—if such 

nformation is found, it is rather handed to the police. Simi- 
arly, most interviewees remark that they do not perform real- 
ime intrusion detection, but that this is rather the business 
f their member firms (individual banks, securities dealers, in- 
urers, etc.), in collaboration with relevant government agen- 
ies. 

Turning to the consequences of cyber incidents (antagonistic 
nd non-antagonistic alike), informants agree that these are 
otentially very large and difficult to assess, because (i) ev- 
rything in the financial sector now depends upon available 
T services, and (ii) people are very dependent on financial 
ervices in their daily lives. The availability of electronic pay- 
ent systems was mentioned by several informants as be- 

ng particularly important. One respondent reasoned instruc- 
ively about prioritizations, remarking that if banks have the 
pportunity to prioritize, payment systems are probably the 

ast service being closed down, whereas systems for mort- 
ages and other credits are probably first to go. The aim is 
o avoid rollbacks of transactions as well as long restoration 

imes, in line with the literature on IT service restoration times 
n financial services ( Franke, 2012 ). Of course, it is far from 

ertain that such prioritizations can be made in practice. The 
ame respondent remarked that the cyber-threat landscape 
s growing ever more complex, with interaction effects be- 
ween phishing, trojans, social engineering, denial-of-service 
ttacks, data breaches, power outages, etc. 

The Securities Dealers also mention that new regulations 
hich must be implemented on a tight schedule can be 
roblematic, because hurried change projects in IT environ- 
ents are likely to introduce new bugs as an unintended 

ide effect. This remark is not surprising from the perspec- 
ive of the literature on success and failure in IT projects, see,
.g., Alami (2016) ; Bloch et al. (2012) ; Wateridge (1998) . 

. Discussion 

n this section we first reiterate the outline of our methodolog- 
cal approach, and discuss our findings contrasted to the back- 
rop of existing relevant theory. Second, we highlight possible 

imitations to our approach, as well as questions concerning 
alidity and reliability. 

The purpose of this study is to shed light on questions 
bout cyber risk management in the financial sector. The 
ain questions concern the information elements needed in 

 common operational picture, and cyber-threat perception.
ata from surveys and a series of interviews with key ac- 

ors within the Swedish financial sector form the basis for the 
onclusions. Data was collected in conjunction with a multi- 
takeholder crisis management exercise. 

Although the ever ongoing digitalization of society could 

ot come as a surprise to anyone, the seriousness of cyber- 
elated risks does not seem to have been fully understood un- 
il recently. According to the World Economic Forum, common 
yber risk awareness, risk management practices and infor- 
ation exchange mechanisms in general, appear to be lack- 

ng throughout the financial sector.4 These deficiencies have 
he potential to cause unwanted consequences. 

As noted by Hull (2015) (see Section 3.1 ), these kinds of 
perational risks are much more difficult to quantify than 

redit or market risks. This is particularly true of cyber-related 

isks, where the literature contains some spurious results 
nd different studies sometimes point in different directions 
 Woods and Böhme, 2021 ). To further complicate risk man- 
gement, negative outcomes due to cyberattacks may come 
n many different forms, e.g., as physical or digital, economic,
sychological, reputational and social effects ( Agrafiotis et al.,
018 ). To have a unified framework, to quantify, and to deter- 
ine the monetary value of these kinds of adverse “soft” fac- 

or effects with accuracy, is therefore extremely hard. 

.1. Cyber situation awareness 

o put the collected data, i.e., the respondent inputs, in con- 
ext, it is useful to have a theoretical backdrop. Here we ana- 
yze the data according to the seven requirements for having 
full cyber situation awareness” for cyber defense put forth 

y Barford et al. (2010) . As mentioned previously, this same 
ramework was used in a similar fashion in a previous pa- 
er that sought to investigate the same questions, but for 
ther than financial businesses ( Varga et al., 2018 ). According 
o Barford et al. (2010) , the seven requirements for having CSA 

re (to have): 

1. awareness of the current situation (which may include net- 
work security and the wider cyber influence), 

2. awareness of the impact of the attack, 
3. awareness of how situations evolve, 
4. awareness of adversary behavior, 
5. awareness of why and how the current situation is caused,
6. awareness of the quality and trustworthiness of the situa- 

tion awareness information, and 

7. assessment of plausible futures of the current situation. 

After having analyzed the responses, it turned out that re- 
pondents asked for information largely aligning with Barford 

t al.’s requirements with some exceptions, in their efforts to 
reate a COP. Respondents specifically sought information in 

ine with Requirements 1 (see Section 5.1.1 ), 2 ( Sections 5.1.1 
nd 5.1.3 ), 3 (5.1.1) , 6 ( 5.1.4 and 5.1.6 ), and 7 (5.1.1) . It was hard
o discern any information requirements relating to adversary 
ehavior (Requirement 4), and how, and particularly why, the 
urrent situation came to be (Requirement 5). These results 
re consistent with Varga et al. (2018) . 

Reflected in Section 5.1.9 , there is a strong focus on techni- 
al means such as system monitoring and penetration testing 
o achieve cyber situation awareness. But CSA also involves 
aving a higher order understanding of the potential impli- 
ations of cyber-threats, e.g., the meaning of “system events”,
nd other relevant threat information. The respondents point 

https://www.weforum.org/agenda/2020/02/cyber-risk-should-take-centre-stage-in-financial-services/
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to the practice of relying on external fora for information ex-
change, and sometimes even on particular individuals. Judg-
ing by these answers, it is questionable whether there is a
widespread practice to systematically collect, analyze and ex-
tract higher order knowledge from one’s own technical “sys-
tem events”, that in turn can be used to inform risk manage-
ment processes. 

It is noteworthy that much effort seems to be made to en-
sure that truthful messages that reflect the state of the situ-
ation as perceived by the parties, are communicated to exter-
nal audiences as an integral part of crisis management (see
Section 5.1.4 ). This probably suggests that there is a wide-
spread insight that the functioning of the financial sector as a
whole , is highly dependent on the trust placed in it by its cus-
tomers. 

Very few ask for information about adversaries and/or
question underlying root causes for the present situation. A
possible explanation is that civilian crisis management is pri-
marily tuned to handle non man-made, e.g., natural disas-
ters, or isolated man-made incidents. The FSPOS scenario, by
contrast, involved a sustained cyberattack campaign that was
designed by rational adversaries (i.e., a game as opposed to
a decision problem). Financial sector actors possibly do not
think about sustained threats from intelligent purposeful ad-
versaries on a daily basis—at least not on this scale. There is
a value, however, in having knowledge about adversaries. It
has been shown that game-theoretical models provide a fea-
sible approach to capture the interplay between cyberattackers
and defenders ( Manshaei et al., 2013 ). Prognoses that fail to in-
corporate information about adversarial strategy, intentions
and capabilities, risk being erroneous. Borum et al. (2015) ar-
gue that such cyber intelligence, which they call strategic (con-
cerning the adversary), is indeed important for making high-
quality risk-informed decisions. 

There was an emphasis and a desire for sharing infor-
mation with other stakeholders, but also to communicate
to mass media. In the literature it has been shown that
trust which is put into a complex system that is not fully
understood—like the financial system—can be frail. When
such trust is impugned, there is a possibility for a faster sys-
tem collapse ( Goldin and Vogel, 2010 ). Two dichotomies point
to the importance of preserving trust in the system; First, it
has been argued that attempts to eliminate the influence of
trust by introducing impersonal rule systems, rather than re-
lying on more direct interpersonal trust, create trust that is
more “distant” and lack the safeguards of interpersonal trust.
In short, complex technical systems may increase, rather than
reduce, the risk they pose to systemic stability ( Kroeger, 2015 ).
Second, Earle (2009) , in his analysis of the 2008 financial cri-
sis, distinguishes social and relational trust from instrumental
and calculative confidence . While trust is resilient, confidence
is fragile: in the face of turmoil, a trusting party may inter-
pret events charitably, whereas a party with mere confidence
may withdraw this confidence at the first sign of performance
criteria not being met. While we will not uphold Earle’s dis-
tinctive terminology in the following, his analysis is thought-
provoking also in the context of cyber incidents. 

Consequently, when cyberattacks probe and overcome the
defenses of cyber systems and the adverse effects are put on
display, general trust in those systems can erode quickly and
escalate to pose systemic risks ( Kroeger, 2015 ). Therefore it
seems justified to put much effort into controlling and man-
aging information, including the information communicated
to the public at large, in any financial sector crisis. 

6.2. Cyber-threat perception 

The results of this study align well with the cyber-threats
flagged by the commercial sector. Three out of five top-tier
threats noted by the commercial sector were explicitly iden-
tified in this study as well. Accenture (2019) lists credential
and identity theft of consumer data, as well as data theft and
manipulation, as major cyber-threats that are affecting the fi-
nancial sector today. As for threats against the financial in-
frastructure, the Accenture report also puts forth the risks
posed by destructive and disruptive malware. Two more gen-
eral threats mentioned by Accenture (2019) , (attackers’) uti-
lization of novel emerging technologies that are unproven and
perhaps riddled with vulnerabilities, and the propagation and
use of disinformation in a more general sense, were, however,
not mentioned by the respondents in the present study. 

The handling of cyber risk, and cyber issues in general,
seems to be looked at in a different way than the manage-
ment of other types of risks. It was indicated that neither the
respondents, and sometimes nor their organizations them-
selves, perform the actual work that is associated with cyber
risk management. More specifically, the respondents do not
themselves collect intelligence about particular threats and
threat actors in order to identify them or their modi operandi;
such tasks are rather trusted to someone else, e.g., the police
or other companies. Similarly, most interviewees remark that
they, as industry organizations, do not perform real-time in-
trusion detection, but that this task is rather the business of
their member firms (individual banks, securities dealers, in-
surers, etc.), in collaboration with relevant government agen-
cies. 

6.3. Limitations 

The respondents in this study were all working for companies
and institutions within the financial sector in Sweden. The ex-
ercise from which data was collected, was an integral part of
the joint efforts within the sector to train for crisis manage-
ment situations. All actors have a stake in that the sector con-
tinuously functions. Both governmental institutions and pri-
vate companies alike, find it crucial to preserve public trust in
the sector, and at the same time maintaining their good name.

The respondents in this study, again, made out a compre-
hensive cross-section of relevant actors within the Swedish
financial system, even though some individual organizations
and companies were not represented. The participating in-
dustry organizations voiced the opinions of their respective
members, including those who were absent. This is to say that
the study covered the span of relevant actors in terms of com-
pleteness. 

The mission of FSPOS, and the crisis management exercise
described in this study, suggests that the data collection phase
of the study had a strong crisis management focus. The in-
volved personnel were sharply focused on solving the various
problems that arouse within the framework of the exercise.
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hus, the answers, in general, can be expected to be colored by 
he exercise context, rather than reflecting generic risk man- 
gement practices. 

Other threats to the validity of the conclusions may be de- 
ived from the specific circumstances in Sweden, that are not 
ecessarily present elsewhere. The Swedish financial sector 
onsists of a limited number of actors, and the overall health 

nd well-being of the sector is in the interest for all involved 

arties. There is obviously competition for market shares, but 
 common set of ground-rules and behavioral standards is 
utually beneficial for all involved parties, as manifested by,

.g., the FSPOS partnership. Another example is the practice of 
xchanging cyber-threat information, which to some extent is 
arried out even between competitors. 

The involved parties in the financial sector have deliber- 
tely been using a common crisis management approach in- 
luding an information handling model colloquially known 

s “the quadrants” (described in Section 3.4 ) for quite some 
ime. The FSPOS partnership was initially conceived following 
n initiative by the Swedish financial supervisory authority in 

005.5 The parties know the model well, and have been train- 
ng crisis management with it for some time. It is likely that 
he personnel involved, mainly risk managers, have a com- 

on perspective on the problem set, which probably is a posi- 
ive effect. Another possible consequence of the widespread 

se of the model is that it possibly constrains the thinking 
bout crisis management, e.g., by fitting events and other in- 
ormation to the given categories of the model (this was also 
ndicated in the answers to Question 4). 

In sum, the study can be expected to have a good measure 
f ecological validity ( Bronfenbrenner, 1977 ). As have been men- 
ioned previously in this section, the participating personnel 
omprise a representative cross-section of the financial sector 
n Sweden. In addition, they were to a large extent performing 
ccording to their ordinary work roles, although in an artificial 
exercise) milieu. 

. Conclusions and recommendations 

n this section conclusions related to the study’s two research 

uestions are drawn, and a few recommendations related to 
yber security and risk management work in the financial sec- 
or are made. 

.1. Information elements 

he first research question concerned information elements 
eeded in a financial sector COP to achieve CSA. The col- 

ected data displayed a large variety of interesting insights 
rom the respondents. After having analyzed the responses by 
omparing the stated information requirements with Barford 

t al.’s (2010) requirements for CSA for cyber defense, it was 
ound that respondents asked for information largely consis- 
ent with Barford et al. (2010) , e.g., about impact of attacks,
ow situations evolve, plausible futures due to the current sit- 
ation and also about the quality of the underlying informa- 
5 https://www.fi.se/sv/om-fi/verksamhet/krisberedskap/ 

a
i
t

ion (see Section 6.1 ). However, a few other key results can also
e highlighted: 

• First, respondents showed limited interest in obtaining in- 
formation about the behavior of adversaries, as well as for 
causal links between (prior) events and their effects, simi- 
lar to the results of Paul and Whitley (2013) , but contrary 
to the requirements of Barford et al. (2010) . The lack of 
these pieces of information obstruct the potential to gain 

a deeper and clearer understanding of the current situa- 
tion, which in turn also diminishes the ability to predict 
future events where adversaries who are thinking strategi- 
cally form (part of) the threat. This result is consistent with 

Varga et al. (2018) . 
• Second, there was a strong focus on emphasizing tech- 

nical aspects of cyber-threats, even on the higher man- 
agerial level. Here it would be more appropriate to con- 
sider the upper-tier information types, e.g., according to 
the Burger et al. (2014) model as cited earlier. Management 
should ponder questions such as who, what, when, where,
why and how? , rather than concentrate on technical details 
better left to the operational level. 

• Third, there was also a strong focus on information man- 
agement. Respondents clearly appreciated a systematic 
approach to information handling, e.g., what to commu- 
nicate to whom, in a structured fashion. This is probably 
related to the fact that the financial sector is highly depen- 
dent on trust, and thus needs to think carefully about how 

to communicate in a manner that inspires confidence, both 

in the short and the long term. 

.2. Cyber-threat perception 

ur second research question concerned cyber-threats per- 
eived by financial sector actors in Sweden. There is a general 
onsensus among interviewees that cyber-threats are impor- 
ant to consider in risk management. The main assets at stake 
ith regard to these threats are perceived to be the availabil- 

ty of IT-related services (continuity issues), and threats to in- 
ormation confidentiality (data breaches), both of which may 
ead to diminished public trust for specific companies and 

rganizations, or indeed for the financial sector as a whole.
he view on cyber-threats differ between insurance and other 
ectors, as insurers who underwrite cyber risk face cyber- 
hreats twice: once against themselves (as everyone does),
nd once more against their customers, whose risks they 
nsure. 

When asked about the most serious threats, the respon- 
ents express that attacks against the financial infrastructure 
re seen as very serious. The most dangerous attack vector is 
eported to be social engineering, e.g., that attackers are ma- 
ipulating humans to gain access to systems. The most se- 
ere consequence of attacks is seen as the erosion of public 
rust in the financial system as a whole. The most common 

hreats are thought to be theft and fraud, committed by ac- 
ors who employ social engineering techniques. Respondents 
lso note that insiders , e.g., trusted persons with legitimate 
ccess to systems who are performing unauthorized activ- 
ties, pose a significant threat. Moreover, when it comes to 
hreat actors, those are consequently perceived to be crimi- 

https://www.fi.se/sv/om-fi/verksamhet/krisberedskap/
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nals, but sometimes also ideologically or politically motivated
activists. 

The first main contribution of this study was to empirically
shed light on how a whole industrial (financial) sector on the
national level determines its information requirements for a
sector-wide common operational picture intended to facili-
tate cyber-related crisis management. The second main con-
tribution was to present a unique and empirically-based pic-
ture of how key players in the sector perceive cyber-threats
against it. 

7.3. Recommendations 

The results obtained in this study exemplify both good prac-
tices, and practices that call for improvements. In the judge-
ment of the authors, hence, a few recommendations (not
listed in any particular order) can be made. 

• First, regular multi-stakeholder crisis management exer-
cises allow parties that normally do not work closely to-
gether on a day-to-day basis, to get together and prac-
tice crisis management processes. This recommendation
is consistent with the results of Nyre-Yu et al. (2019) , who
found that vertical and horizontal organizational commu-
nication, feedback and accountability emerged as a key
requirement for successful incident response, awareness
and learning. Exercises that unify work practices, use sim-
ilar terminology and establish personal relations between
personnel from various organizations, provide an advan-
tage whenever a real crisis occurs. 

• Second, a mindset where individuals think about the
greater whole, and not exclusively their own organizations,
fosters a collaborative spirit and mutual trust, that in turn
leads to information-sharing that is for the benefit of all.
Such a state of mind can be a result of exercises, but also
of training efforts. 

• Third, although these practices were not investigated in-
depth in the present study, organizations should take the
opportunity to complement existing information outlets
by extracting information about cyber-related risks from
sources within the organization itself, e.g., one’s own com-
puters and networks, more extensively. The collected infor-
mation should be actively transformed to knowledge that
can be used to inform the risk management process. 

• Fourth, it is important to collect and use cyber-threat in-
formation that outline and describe opponents, e.g., the
cyber-threat actors. Cyber defense efforts should not be
seen as work that has to be carried out in a “static” sce-
nario, but rather as an interplay between defenders and
attackers in a dynamic setting. An understanding of the op-
ponents’ motives and rationale can improve cyber defense.
This kind of deeper understanding, rather than the techni-
cal details of various attacks, should be a goal to strive for,
especially for the higher managerial level. 

• Finally, personnel with in-depth technical “cyber” com-
petencies should be incorporated in cross-functional risk
management groups, that are composed of personnel with
multiple other specializations other than “cyber”. These
representatives of the “cyber” part of the business, should
be able to leverage domain-specific insights into knowl-
edge that are compatible with other risk dimension vari-
ables. This recommendation is consistent with the findings
of Ahmad et al. (2020) and Bartnes et al. (2016) . 

7.4. Future work 

Based on the results, a few areas of possible future research
can be identified. This study sought to examine the proper-
ties of a COP as a basis for team-SA (team-CSA) for multiple
stakeholders in an information/cyber security setting. We did
not, and did not aspire to, measure the resultant level of CSA
acquired by individuals or teams. There are, however, as al-
ready mentioned, multiple measuring techniques available to
do so ( Salmon et al., 2006 ). It would therefore be interesting to
build upon the results in this study by measuring how various
levels of CSA affect the outcome and effectiveness of cyber
incident management practices. A number of possible studies
within the realm of cyber defense exercises are suggested by
Brynielsson et al. (2016) . 

Another possibility for follow-on research could involve the
characteristics of multi-stakeholder and cross-sector cooper-
ation practices. An obvious question would be to examine
whether there exist other industrial sector-wide approaches
for managing cyber-threats, and how they are constructed?
If so—are there any differences between the approaches, and
why? It might also prove useful to establish whether experi-
ences and lessons-learned from the financial sector could be
transferred to other industrial sectors that aim to establish a
similar cyber-exercise regime. 

Yet another direction for further research involves ques-
tions of effectiveness of training and exercise efforts. Do
whole industrial sectors , such as the Swedish financial sector,
that conduct sector-wide exercises fare better in the face of
(large scale) cyber incidents than sectors that do not? Since
the number of such incidents (luckily) is small, and the sheer
scale of such efforts is massive, it may be impossible to evalu-
ate this quantitatively, but case studies or natural experiments
are possible. On a smaller scale it could also be worthwhile to
evaluate whether individual companies that have participated
in sector-wide exercises cope better with (small scale) cyber
incidents than companies that have not. An obvious challenge
here is the lack of cyber incident data, but it is possible that
mandatory reporting regimes, such as the EU NIS directive,
will provide sufficient data to econometrically evaluate the ef-
fectiveness of cyber security measures such as the exercise
regime studied here. 

The second main topic of this study was cyber-threat per-
ception, where the views of respondents who represented the
whole (national) financial sector expressed a homogeneous
view of the threats facing it. To expand the body of knowledge
here, it could be of value to examine the threat perception in
other sectors and multi-stakeholder constellations, for com-
parative perspectives. 
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